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Cross-modal retrieval split iInto 3 stages
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Figure 1. Stages in continual cross-modal retrieval (i.e. training feature extractors, indexing and query).
The output of each stage is highlighted in red (i.e. feature extractors, index and ranking, respectively)
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Figure 2. Variants of indexing data from a previous task t' when queried at time t >
t'(a-b) and retrieval (c-d): (a) reindexing, (b)not reindexing, (c) task known, (d)
task unknown



CTNP: cross-task negative pairs

Task 1 Task 2 Task 1 Task 2
(text) (text) (text) (text)
Task 1 |Pos. @O - Task 1 |Pos. @O
(img) O[Neg. @& |Neg. @EI| |(IM9) O|neg.@E
Task 2 - Pos. @@ | |[Task2 Pos. ®@®
(img) ® (img) @ -
Neg.@[2](Neg. ®[4] Neg. ®[4]
£ @& 2
L 1
R}
Before After Before After
(a) (b)

Figure 3. Types of pairs in continual cross-modal retrieval: (a)available in joint training,
and (b) available in continual learning, i.e. without cross-task negative pairs (CTNP).
CTNPs are crucial to avoid overlap between samples of different tasks (bottom)



Causes of forgetting in cross-modal retrieval
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Figure 4. Causes of forgetting in cross-modal embeddings: (a) embedding networks become less discriminative due to drift in
parameter space, and (b) unequal drift increases cross-modal misalignment, and (c) task overlap in embedded space (when task is
unknown).



Two variants to overcome forgetting

Global. Here we estimate the importance with respect
to the loss, adapting elastic weight consolidation (EWC) to
our particular triplet loss as (Ltr represents the triplet loss):
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which is computed by sampling triplets as in 1 and
2, and analogously for €2;,. This loss already takes into
account triplets and their interactions.

Branch. Instead of estimating importance values that
depend on a joint loss, we consider regularizing each branch
independently. In this case we estimate the importance us-
ing the approach memory aware synapses (MAS), which
can be computed unsupervisedly for each branch with im-
ages or text. The importance for the image branch is esti-
mated as:
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which is accumulated over previously computed one.
For the text branch the estimation of €2, is analogous. In
this equation, I3 is the squared [? norm of the function out-
puts, which is used to estimate the importance of parameters
in MAS method.



Experimental results
--- sequential Visual Genome dataset

im2txt (xt2im
Domain Joint Continual Joint Continual
CTNP reindexing no reindexing CTNP reindexing no reindexing
Yes No | ft EWC MAS| ft EWC EWC-im MAS MAS-im||Yes No | ft EWC MAS| ft EWC EWC-txt MAS MAS-txt
Architecture: no sharing
animals [|29.1 26.0{16.1 16.8 169245 246 242 247 243 ||27.8 259|154 152 154(20.8 20.8 209 198 20.7
vehicles|[30.9 27.7{20.8 23.3 22.7|124.0 25.1 248 26.0 24.8 ||309 27.0|/17.5 18.6 19.5(27.2 294 28.0 28.8 28.7
clothes ([27.9 27.5(27.4 27.0 27.5(27.4 27.0 273 275 263 ||29.3 27.7|28.1 27.5 28.0|28.1 27.5 274 28.0 28.5
average 27.0121.5 223 224245 246 242 247 243 26.8120.3 20.5 21.0(254 259 254 256 26.0
A+V+C 244(17.0 184 178|186 179 175 19.0 183 23.8|16.3 16.3 16.9|20.7 21.3 209 209 214
Architecture: sharing
animals ||28.3 25.3|18.4 17.1 164(23.1 21.2 214 21.1 214 |26.8 244|166 14.8 14.3(22.1 20.7 21.1 206 222
vehicles|(30.2 28.6|22.6 24.7 23.5|23.0 249 250 238 26.0 ||31.2 279|169 17.8 163|273 294 295 284 28.7
clothes ||26.7 27.4|127.7 269 27.1(27.7 269 273 27.1 267 ||27.5 26.8({27.2 27.0 26.0|27.2 27.0 27.5 26.0 28.0
average ||28.4 27.1|122.9 229 223(24.6 243 246 240 247 ||28.5 26.4|20.3 199 189|256 257 260 250 26.3
A+V+C|27.8 24.5(18.2 18.2 17.6(19.0 179 182 17.9 18.8 ||27.2 23.7{159 155 149|21.8 21.5 222 210 22.6

Table 1. Results in SeViGe after learning all tasks (Recall@10 in %). average measures performance with known task, while A+ V+C with
unknown task. Best joint learning result in

, best continual learning result in red.



Experimental results
--- sequential MsCOCQO dataset

im2txt txt2im

Joint Continual Joint Continual

CTNP reindexing no reindexing CTNP reindexing no reindexing
Yes No | ft EWC MAS| ft EWC EWC-im MAS MAS-im|| Yes No | ft EWC MAS| ft EWC EWC-txt MAS MAS-txt
Architecture: no sharing
taskl ||65.7 63.8(33.6 32.0 33.0(49.8 48.1 472 50.5 47.1 ||69.7 68.2{40.1 38.0 38.2|59.8 59.2 583 60.0 59.7
task2 ||56.5 54.9(39.8 38.5 40.0(47.0 46.6 464 47.0 469 |65.2 62.6|46.8 44.7 46.9|54.6 55,5 55.1 555 559
task3 |[38.2 39.9(39.7 40.1 40.2(39.7 40.1 399 40.5 39.7 |44.6 45.7|46.7 46.7 46.0|46.7 46.7 467 46.0 46.2
average 52.9|137.7 369 37.7|455 449 445 46.0 44.6 |59.8 589(44.5 43.1 43.7|53.7 53.8 534 538 54.0
total 49.8(33.0 32.1 33.0(37.1 36.2 356 374 36.0 |58.556.3|40.4 38.7 39.7|48.3 48.0 473 482 484
Architecture: sharing
taskl ||65.3 63.9(32.9 319 34,1484 477 477 478 45.1 ||70.2 67.7|38.2 374 39.8|58.6 56.3 584 57.1 57.5
task2 ||55.7 55.3|40.6 399 404|463 46.0 452 440 444 |64.7 63.1|46.0 45.7 46.3|54.6 542 556 54.6 549
task3 |[37.6 40.1(39.6 39.7 39.3(39.6 39.7 399 40.0 39.7 |44.8 46.5|46.2 45.8 45.7|46.2 45.8 457 46.7 46.1
average ||52.9 53.1(37.7 37.2 379|448 445 443 439 431 59.1143.5 43.0 43.9(53.1 52.1 532 528 528
total [|51.8 50.1{33.2 325 33.5(36.1 359 354 355 353 56.4139.3 389 39.9|47.7 46.8 48.1 47.1 475
Table 2. Results in SeCOCO after learning all tasks (Recall@ 10 in %). average measures performance with known task, while rotal with
unknown task. Best joint learning result in , best continual learning result in red.

Domain




T-SNE visualization
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Figure 5. t-SNE visualization of the cross-modal embedding space of SeViGe, with the sharing architecture:
ga) jointotlrai_nin)g (with CTNPs), (b) joint training (without CTNPSs), (c) continual (reindexing), and (d) continual
no reindexing).



Conclusion

In this paper we propose, to our knowledge, the first study
on how forgetting affects multimodal embedding spaces,
focusing on cross-modal retrieval. We propose a continual
cross-modal retrieval model that emphasizes the
important role of the indexing stage. Cross-modal drifts
are also key factors Iin forgetting in cross-modal tasks. We
evaluated several specific tools to alleviate forgetting.



