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This article is centered on describing the provision of universal multimedia access services for
video summaries via multimedia presentations that allow the integration of multimedia messag-
ing service ~MMS!-enabled terminals in the framework of the deferred time environment ~DTE!
of the DYMAS system. The system uses the framework of MPEG-7 and MPEG-21 to provide
description metadata of the multimedia content and the usage context ~including terminal, net-
work capabilities, and user preferences!, respectively. These descriptions are the base for the
main functionalities of the complete system that provides personalized access to content ~filter-
ing by user preferences or via querying! that is first adapted to a multimedia presentation ~gen-
erating a video summary that is represented via keyframes with synchronized audio clips! by the
Presentation Builder and afterward adapted to the current service and terminal by the Adapta-
tion Engine. © 2006 Wiley Periodicals, Inc.

1. INTRODUCTION

Universal Multimedia Access ~UMA!1 refers to the capability of access to
rich multimedia content through any client terminal and network. The develop-
ment of new access networks, providing multimedia capabilities, and a wide
and growing range of terminals makes the adaptation of content an important
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issue in future multimedia services, where metadata will play an important role.2

MPEG-73 and MPEG-214 are the new MPEG standards aiming at providing the
description tools supporting the creation of such metadata, in the form of content
descriptions and context descriptions.

The motivation for creating the DYMAS system was the creation of new ser-
vices and applications from digital television sources based on the digital video
broadcasting ~DVB! standards5 that are the base for digital television in Europe
~among other regions!. Two kinds of services were envisioned:

• Provision of an enhanced DVB compliant stream with digital television interactive appli-
cations ~following the DVB–Multimedia Home Platform @MHP# specification!, either
synchronized with the broadcasted content in real time ~e.g., summaries of current emis-
sion! or more traditional enhanced TV applications ~e.g., hooks to related information
that appear depending on the contents in the broadcasted streams!.

• Near real-time services over alternative services and networks ~e.g., web portals, per-
sonalized services to mobile devices! where content is delivered in a personalized way
~depending on the user preferences for content! and adapted to the preferred service and
terminal.

In this article we review shortly the current status of this subsystem enabling
UMA using both MPEG-7 and MPEG-21, detailing the multimedia messaging sub-
system, which is in charge of generating video summaries and providing access to
them via multimedia presentations, adapted both to the service ~web portals, e-mail,
MMS mobile phones! and the terminals characteristics ~e.g., resolution!.

Different authors have published about general issues and architectures for
UMA systems,1,6–9 but there are not so many papers about prototypes, test beds, or
implementations ~e.g., Refs. 10–12! and only recently have systems working with
MPEG-7 and MPEG-21 descriptions been published ~e.g., Refs. 13 and 14!. The
DYMAS system provides, besides a real-time environment for generating meta-
data to enable the provision of added-value interactive digital television appli-
cations synchronized with content,15 an environment enabling the provision of
alternative multimedia services based on the digital television broadcasted con-
tent.16 The work presented in this article, besides using both MPEG-7 and MPEG-21
for, respectively, content description and context usage description as in Refs. 13
and 14, works over digital television content and aims at providing different real-
time services over different terminals and networks: for Internet-based PCs to
mobile phones, passing through digital television infrastructures. Another addi-
tional issue is that the generation of the video summaries is integrated in the com-
plete personalization and adaptation framework.

The article is structured as follows. After this section introducing the motiva-
tion, objectives, and related works, Section 2 introduces the DYMAS system and
overviews the current architecture of the subsystem enabling UMA. Section 3
describes the metadata framework used to enable adaptability. Section 4 describes
the multimedia presentation subsystem, and Sections 5 and 6 detail, respectively,
the video summary generation process and the personalized access to content func-
tionality. Section 7 concludes the article.
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2. OVERVIEW OF THE DYMAS SYSTEM

The DYMAS System ~see Figure 1! is mainly a multimedia processing sys-
tem with one information input, a DVB transport stream ~DVB-TS!, and two infor-
mation outputs ~the modified DVB-TS and audiovisual services directed to other
alternative access networks!.

The system relies on technology for automatic content extraction from audio-
visual information, which is the basis for on-line service provision, that is, for the
real-time environment ~RTE!.15 Besides this, in order to be open and scalable and
to progressively adapt to research results, the framework here presented also con-
siders the provision of services that do not have a real-time requirement, but can
conversely be offered with some delay. This is a responsibility of the deferred-
time environment ~DTE!.

The DTE provides several UMA-related services using different types of con-
tent adaptation technologies ~e.g., transcoding, semantic-based summary genera-
tion, adapted streaming services!. Depending on whether it is the user who request
content or it is the system who sends the content without explicit request of the

Figure 1. DYMAS system architecture.
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user ~according to subscription parameters!, services can be pull ones ~e.g., Web
portals! or push ones ~e.g, messaging services!, where personalization is provided
via transparent content filtering ~enhanced with additional searching restrictions if
the user wants it! in the first case and via content selection ~using the preferences
for the definition of the subscription! in the second one.

2.1. DTE Subsystem Architecture

The current DTE provides universal and personalized access to the MPEG-2
database via PCs on the Internet,16 via mobile Java terminals,17 and via MMS
terminals.18 One of the DYMAS DTE subsystems is the multimedia messaging
subsystem, which allows access to video summaries ~of the contents in the MPEG-2
database! in a web portal and the delivering of the summaries as multimedia pre-
sentations ~using the synchronized media integration language @SMIL# standard,19

a markup language designed to present multiple media files synchronized! to MMS
terminals and e-mail clients. The generic DTE system architecture is shown in
Figure 2. At the current status of the system, the applications and mobile terminal
simulators run over standard PCs. The MMSC emulator and the Mail server are
necessities for delivering multimedia messages to the terminal emulators and to
the e-mail clients, respectively.

3. METADATA FOR ADAPTATION

A key component of the whole framework of DYMAS is the metadata, both
content descriptions and the usage context descriptions. The two more recent

Figure 2. Overview of DTE subsystem components.
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standarization efforts of MPEG tackle the need of standarized metadata to describe
the multimedia content, in both high- and low-level metadata ~MPEG-7!, and the
need of a reference framework, using other metadata that enables the provision of
enhanced services, including adaptation through different usage contexts
~MPEG-21!.

DYMAS uses mainly the MPEG-7 multimedia description schemes ~MDS!20

to add semantic information to the MPEG-2 media. Some parts of the descriptions
are generated in the RTE, and, besides their use in interactive television applica-
tions, are stored in the MPEG-7 database, where these descriptions are enriched
via additional ~non-real time! automatic and supervized feature extraction algo-
rithms. Other metadata, such as genre, titles, agents ~e.g., actors, anchormen, etc.!,
abstracts, or other high semantic level metadata related to the content can be added
off-line by manual annotation. MDS is also used to describe the user preferences,
which also enable a personalized retrieval of the content, selecting the content to
be delivered. These preferences are used to filter the content to the user.

The framework of MPEG-21 is built on two main concepts: the digital item
and users. A digital item is a structured digital object, with related metadata, and is
the fundamental unit of delivery and transaction within the framework. The users
are entities ~such as individuals, consumers, etc.! that interact with other users,
using digital items. DYMAS uses mainly the MPEG-21 digital item adaptation21

specification, which provides description metadata of the usage context, in order
to perform content adaptation to the user usage context. These metadata include:

• user characteristics, which include search and filtering preferences ~imported from
MPEG-7 schema! and allows filtering according to the content preferred by the user,
such as genre, author, and so forth;

• network capabilities, including important values for adaptation such as the maximum
bitrate allowed; and

• terminal capabilities, including display resolution and decoding capabilities.

Currently, all these metadata are stored using a common relational database
management system ~DBMS!. Though MPEG-7 and MPEG-21 descriptions are
XML documents, it is difficult to manage these kinds of data where the structure is
not fixed and which is also highly typed. To simplify the management, a selected
subset of MDS, covering the useful metadata for the system, has been mapped to a
fixed relational structure in the DBMS. General issues about MPEG-7 data and
their storage in DBMS, using database extensions or native XML databases, can
be found in Ref. 22.

4. MULTIMEDIA PRESENTATION SUBSYSTEM

This part of the system ~see Figure 3! consists of the following applications
or modules: registration of multimedia contents, terminal, and users; advanced
search of contents; SMIL/MMS presentations builder; personalized delivering of
video summaries ~e-mail delivering and MMS delivering simulation!; presenta-
tion; and browsing.
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• The annotation application provides an easy interface to edit XML descriptions using
a set of MPEG-7 and MPEG-21 description tools. These descriptions can refer to the
multimedia content ~according to the MPEG-7 schema! and be used to catalog new
multimedia content, user preferences, or terminal capabilities ~according to the MPEG-21
digital item adaptation schema, wrapped within the MPEG-21 digital item declaration
schema!. At the server side, new descriptions are stored in the corresponding descrip-
tion databases: the content description database and the session profiles database ~see
Figure 2!. In addition, it is possible to register new contents, users, and terminals start-
ing from MPEG-7/21 descriptions built by other applications that generate this kind of
description.

• The advanced search application provides a query-driven search over the descriptions
databases. It allows searching contents, terminals, and users. Users can build queries by
specifying the value of the descriptors they are interested in by using them as search
criteria. The different descriptors are joined by the logical AND operator. The server
sends the search results as a HTML page to the client terminal ~no relevance feedback
mechanism has been currently considered within this work, as its main objective is the
generation of video summaries!.

• The MMS/SMIL presentation builder application takes charge of extracting the tem-
poral structure, discards the irrelevant segments, and generates the multimedia material
~audioclips synchronized with shots after discarding irrelevant segments and the corre-
sponding keyframes! needed to compose afterward the SMIL presentations.

• The web browsing application allows users to select content among the search results
page and accessing more elaborated versions of the summaries, composed with the
extracted material resulting from the MMS/SMIL builder application. To play these
presentations within the web application, we use a SMIL player, RealOne, which offers
the capability of being embedded in HTML code. The user will only be able to access
presentations of the contents of the MPEG-2 database that agree with his preferences
~when creating the browsing page the contents are filtered by content description, and
only those matching the user preferences are presented to the user!.

• The personalized delivery of multimedia content application takes charge of deliver-
ing the SMIL video summaries to the e-mail accounts of users and simulating the deliv-
ering of previews to MMS enabled terminals ~in fact to MMS terminal simulators!. To
perform this personalized delivery, the application bears in mind the content preferences

Figure 3. Multimedia presentation subsystem.
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of the user described in the MPEG-21 preference description file. Users specify their pref-
erences when they first register in the web application and can change them whenever
they want. All or parts of them are used for the three different services for accessing the
video summaries: web portal, mailing of summaries, and MMS to mobile terminals.

Regarding this subsystem, in the next sections we will detail the video sum-
mary generation process and the personalized access to content ~either via the web
portal or the messaging services!.

5. VIDEO SUMMARY GENERATION

In the multimedia presentation subsystem, we provide access to video via
summaries of it consisting of slide shows of images and synchronized audio clips.
To generate the presentations to be accessed ~either via a web portal or by deliv-
ered messages!, first a master summary is built, and afterward it is adapted to the
different services the application offers ~web portal browsing, e-mail delivery, and
MMS delivery!. In the case of MMS, an additional step is performed, that is, the
adaptation of the master MMS to the terminal capabilities, currently mainly dis-
play resolution. ~See Figure 4.!

5.1. Video and Audio Processing

To compose the multimedia presentations, for each MPEG-2 video in the data-
base, we perform temporal video segmentation and keyframe extraction, followed
by audio processing. This process is performed automatically each time the appli-
cation detects that a new MPEG-2 content has been uploaded to the content data-
base. With all the outputs ~keyframes and associated audio clips! of the signal
processing modules, the master summary is composed as a multimedia presenta-
tion. ~See Figure 5.!

5.1.1. Video Temporal Segmentation and Keyframe Extraction

To create the summary, we need first to extract its visual components. As
only one keyframe will be selected to be synchronized with the associated audio
for each “slide” in the presentation, first we need to obtain temporal intervals and
then choose their associated keyframes.

Figure 4. Video summarization architecture.
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To obtain these outputs ~interval and keyframe!, we need some information
about where ~in which frames! transitions of scenes take place, that is, the tempo-
ral segmentation of the video. To obtain the shot boundaries, we use an algorithm
based on the application of a shot change detector model to a combined set of
metrics that work with DC images that achieves results similar to detectors oper-
ating at a pixel level, namely, a recall of 99% and a precision of 95% for the most
common shot changes ~cuts! and 87% and 66% for gradual shot changes.23 The
average number of shots detected widely varies depending on the particular con-
tent type ~musical videos, news, trailers, films, etc.!, its duration, and so forth.

Many of the algorithms for shot change detection and keyframe extraction
deal with divergence of frames, at the pixel level, measured with different metrics.
When dealing with high resolution videos, such as digital television content ~720 �
576 pixels, 25 frames per second!, the amount of data to be processed at the pixel
level ~when it is decoded! is huge. Processing such data is not affordable by a
real-time system. To reduce the amount of data, DC images can be used, which are
spatially reduced versions of the uncompressed frame. In addition, some process-
ing is saved avoiding the last stages of the decoder ~e.g., inverse DCT, motion
compensation at pixel level!. They are built taking advantage of the block DCT-
based coding scheme of MPEG and using the property of the DCT that the first
coefficient ~DC! of the transformed block is the mean of the original block.

This algorithm first partially decodes the MPEG-2 video stream to extract the
DC images of each frame. As the DCT size is 8 � 8, that is also the reduction of
the frame size, giving a DC image size of 90 � 72 for DVB. Then, the shot detec-
tor computes the divergence among several DC frames and decides where the shot
changes are. Figures 6 and 7 show an example of an uncompressed frame and the
DC image.

For each shot a keyframe is selected. The algorithm for keyframe extraction
within a shot allows us to get several keyframes per shot, if necessary. This algo-
rithm computes the divergence from the last keyframe and selects the frame as a
keyframe when a threshold is exceeded.

Afterward each keyframe selected is fully decoded, having a full-size image
for further adaptation.

The temporal segmentation into shots and the extracted keyframes are raw
data to be further adapted to terminal and networks.

Figure 5. Video and audio processing.
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5.1.2. Audio Processing

For each selected interval and keyframe, we extract the audio fragment asso-
ciated with it ~i.e., between the interval shot boundaries! and analyze it using an
algorithm based on the use of a similarity criteria over an eight-features vector:
overall energy, ZCR, cepstrum, roll-off, and energy of four subbands.24 The result
is a classification of the audio fragment in silence, speech and music, and noise
segments.

The silence segments that commonly appear at the start and end of the audio
fragments are removed, therefore saving the transmission of this null information
~being multimedia presentations, the silences provide little value!.

We are also working in providing feedback to the video temporal segmenta-
tion about the type of audio segment within the shot in order to increase the num-
ber of intervals ~at subshot granularity! and therefore also the number of candidate
keyframes that would be afterward selected depending of the maximum number of
desired frames, for example, giving more importance to keyframes associated with
speech or filtering based on the mood of the music ~music mood is usually used
for marking, either supporting or enhancing, the scene visual content!.

5.2. Composition of Service-Adapted Multimedia Presentations

With the multimedia material ~keyframes and associated audio clips! extracted
from the analyzed video segments, we can already compose the multimedia pre-
sentations that will be accessible via the web and from the delivered e-mail mes-
sages. The process of composing the MMS SMIL presentations is explained below,
as it requires one more step.

Figure 6. Frame ~720 � 576! from MPEG-2 stream. Figure 7. DC image ~90 � 72!.

PERSONALIZED DELIVERY OF VIDEO SUMMARIES 793

International Journal of Intelligent Systems DOI 10.1002/int

 1098111x, 2006, 7, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/int.20160 by U

niversidad A
utonom

a D
e M

adrid, W
iley O

nline L
ibrary on [22/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



SMIL has been chosen as the representation format as it can be reproduced by
most Internet browsers and e-mail clients, and because it is the base of the MMS
representation format.

The system builds three versions of the multimedia presentation for each audio-
visual content. Therefore the system uses three different templates, one for each
service, as each of the three services has its own particular nature and offers dif-
ferent possibilities and limitations ~display capabilities, network resources, etc.!
These templates are called SMIL masters.

The SMIL master for the web presentation is the more complex and powerful
one. It uses mouse events and transitions effects. From the web portal, users can
access the multimedia summaries of the MPEG-2 contents consisting of a two-
little-screens layout SMIL presentation; one of these screens, if clicked on, shows
a slide-show presentation consisting of images and audio clips combined with tran-
sitions effects, and the other one shows the complete and original MPEG-2 multi-
media content when clicked on. This presentation also has player control buttons
enabled, so the user can manage the reproduction of the SMIL presentation. ~See
Figure 8.!

The e-mail SMIL master consists of a simplified version of the web presen-
tation, with single-screen layout, which displays the slid show automatically when
opening the e-mail. It also has player control buttons enabled. ~See Figure 9.!

Finally, the MMS SMIL master is the simplest one. It is a simple slide show,
without transition effects, based on SMIL 2.0 Basic Profile,25 a subset of the W3C
standard, which allows the use of SMIL 2.0 in devices with few capabilities. The
SMIL presentations for the MMS scenario are built with JPEG images and AMR
audio clips to minimize the size of the messages, but the standard allows the use of
other codification formats for both images and audio. ~See Figures 10 and 11.!

Figure 8. Web portal multimedia presentation.
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Figure 9. E-mail multimedia presentation.

Figure 10. MMS multimedia presentation.

Figure 11. MMS adaptation to terminal.
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5.3. MMS Adaptation to Terminal

Besides the adaptation that is performed by the transmoding of the video into
a video summary in the form of a multimedia presentation ~slide show!, the Master
MMS should be adapted each time a new terminal ~with different display charac-
teristics! requests it. This means that if the system needs to send an MMS sum-
mary of an MPEG-2 video to a model of terminal for which the presentation has
already been sent, it will not be necessary to build the same presentation again,
because the presentations are stored once they have been built, together with its
adapted multimedia material, in order to be sent to a terminal.

The most important parameters needed to adapt the MMS are display resolu-
tion, in order to transcode the images, and eventually the decoding capabilities of
the terminal. This information is stored in the terminal description ~using MPEG-21
DIA!.

Control parameters regarding the size of presentations have not been cur-
rently implemented. In the tests made dealing with MMS ~restricting the number
of keyframes up to 10, which implies an additional filtering of keyframes if the
summary includes more keyframes!, the size of the messages was within 15–100
KB, which is the recommended range of size to be sent via MMS systems in their
first phase. The size of images is within 2–3 K and within 1–15 K for audio clips.

6. PERSONALIZED RETRIEVAL AND DELIVERY OF CONTENT

Besides the content adaptation performed for the three different scenarios
~web portal, MMS, and e-mail messages! and for each terminal in the case of the
MMS scenario, the system provides personalized access to content using three
different set of metadata ~descriptions!: the content description, terminal capabil-
ities ~see Figure 12!, and user preferences ~see Figure 13!.

The content description is based on the MPEG-7 simple profile26 content
descriptions and are created by the annotation application ~see Section 4!. The
user preferences and terminal capabilities description uses MPEG-21 DIA
description tools. Depending on the scenario, the use of these metadata can vary
slightly.

6.1. Pull Services: Web Portal

Depending on how the retrieval is carried out, we can distinguish two possible
scenarios. If it is the user who initiates the retrieval, querying the system for a spe-
cific content, we are in a pull service ~the user pulls the content from the system!.
However, if the system sends the content to the user without an explicit query from
the user, we are in a push service ~the system pushes the content to the user!.

The access to the multimedia content database from the web portal is a pull
service, where the user retrieves a specific content using the advanced search appli-
cation, logged with common user permissions, that is, allowed to search content.
The contents available to users are filtered according to their preferences and the
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annotated content descriptions; that is, they are not allowed to access contents not
matching their preferences.

The delivery is carried out when the user selects one of the results of the
search, using the usual HTTP protocol through the Internet.

6.2. Push Services: E-mail and MMS

DYMAS provides two push services: e-mail and MMS. In both cases, content
is submitted by an authorized user ~with administrator profile! to the correspond-
ing users. Only previews of contents matching user preferences are delivered to the
subscriber. The delivery application takes charge of delivering the multimedia pre-
sentation as e-mail or MMS messages to those users whose preferences match the
description associated with the summarized video. Currently, no automatic policy
is used to select which content matching the preferences has to be submitted. The
authorized user is the one who decides when and to whom to submit the presentation.

Users have a subscription where a policy of delivery is stated ~e.g., a number
of e-mails/MMS per month!, according to the user preferences. For instance, a
user can prefer only new music content or only recent news. These genre preferences
are stored in the user preferences description ~using MPEG-21 DIA!. The genre is
annotated in each of the contents populating the database ~using MPEG-7 MDS!.

To perform the e-mail message delivery, we use a mail server that sends mes-
sages according to SMTP protocol. The MMS delivery is actually a simulation,

Figure 12. Example of terminal capabilities description.
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due to the lack of access to an operator’s MMSC. To perform this simulation we
have used many tools of the Nokia Forum27: an MMSC emulator, an MMS Java
Library, and some terminal emulators.

The MPEG-7 ~and MPEG-21! user preference descriptions dealing with
classification preferences are used when querying or automatically filtering the
content description database. After this selection of content, the MPEG-7 media
description preferences are used for adapting the content to the context of
use defined via MPEG-21 usage environment descriptions ~mainly the terminal
characteristics!.

As was explained before in Secton 5.3, a final adaptation to the actual char-
acteristics of the terminal is performed before the delivery in the case of MMS
service.

Figure 13. Example of user characteristics description ~with user preferences!.
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7. CONCLUSIONS

We have presented the current features and status of the multimedia messag-
ing subsystem of DTE of the DYMAS system, which is responsible for providing
the means for receiving personalized contents on mobile MMS terminals as multi-
media messages. The system makes use of the SMIL standard to build summaries
of the MPEG-2 contents in the database. These previews are multimedia presenta-
tions composed of images and audio clips extracted from these MPEG-2 contents.
The system uses MPEG-7 and MPEG-21 standards to personalize the delivery
and browsing services according to the preferences of the user and the terminal
capabilities.

We detailed the implementation of the main functionalities of the system.
These functionalities include registration of new users, terminals, and contents;
advanced search; video summary template generation; MMS/SMIL presentation
building; personalized delivering of multimedia contents ~to e-mail clients and
MMS terminal emulators!; and browsing of SMIL-based video summaries in the
three scenarios: web portal, e-mail, and mobile terminal browsers.

Preliminary testing of the currently implemented and integrated applications
~web for fixed PCs,16 J2ME applications,17 and multimedia messaging via SMIL
and MMS18 ! indicates that the MPEG-2 database can be accessed via alternative
networks and services providing content adaptation to terminal characteristics and
personalization to user preferences, that is, UMA functionalities. The main prob-
lem still remains the requirement for “timely” annotation of content for providing
the personalization to user preferences. Work toward semiautomatic real-time anno-
tation will be integrated in the near future. After this, real testing with users and
validation of the current UMA functionalities will follow.
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